- Alength N discrete random vector (DRV) X = (X4, X5, ..., Xy) with realizations of

X = (x1,%X3, .., Xp)

Entropy of X : Let P(g) = Pr(X; = x4, X, = x,, ..., Xy = xyy) denote the distribution of
DRV X,

H(X) = E[log, P(x) ']
=¥, P(x)log; P(x)™" bits/vector



- Similarly, given P (5, Z) = Pr((xq, X9, .., x5), V1, Y2, ..., Yy)) and
P (xly) = Pr(@s, Xz, o, XD (1, Y2 s V1))

-1
- Joint Entropy: H(X,Y)=E [logz P (& X) ]
=Yx2yP (g, X) log, P (g, X)_l bits/vector

- Conditional Entropy: H(KIX)=IE[1°g2P (ﬁlz)_ll

=2 ZXP (g, X) log, P (£|X)_1 bits/vector



S 1.6* Entropy and Mutual Information for DRV

- Mutual Information

I(X,Y) = H(X) - H(X|Y)

P(x|y)
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- Data Processing Inequality over a coded communication system

u = (U, Uy, ..., Ug) Yy = 1 Y2 - YN)

—— > Encoder >| Channel > Decoder >
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(yu) = 1(2w)

Note: The decoded message i provides less information about the original message u
than the received vector y. However, a digital system would need the decoder to estimate

u through interpreting y.



- Theorem 1. If some symbols X;, X,, ..., Xy of X are independent, i.e.,
P(X) = P(X))P(X2) -+ P(Xy).

N
1(X,Y) = ) 10 1)
i=1

Proof: ( |y)

082 p (x1)P(xz) -+ P(xy)

I(L X) =E llogz ’ (EC|3)])] E

N N
106,70 = Y g P20 g, PP i) Py
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= P(x;) P(x)P(x;) - P(xy)



N
> 106, — 1(%,Y)
i=1

_E P(x1|y1)P(xz|y2) ... P(xnlyn)
=E|lo

P (x]y)

(Applying Jensen’s inequality to the above eq.)
P(x1ly1)P(xzly2) ... P(xnlyn)

< g, (E o) )

= log, (ZKZXP(MDH)P(?QWZ) ---P(XND’N)P(X))

=0 O




- Ina communication system,

X, X5, ..., X Y,,Y,, ..., Y,
vz N—)lChanneI S G

Theorem 1 tells if X;,X,, ..., Xy are independent, Y tells more information about X than the
sum of each Y; about X;.



- Theorem 2. If the channel is described as memoryless, i.e., P (X'E) = [T, P(y;lx)),
we have

N
I(XY) < ) 106,)
i=1

Proof:

log,

I(X,Y) =E llogz%] =E

P(y11x1)P(y21x2) ---P(YleN)‘

P(y)

N
3 P(yilx)| P(y1lx)P(y2lx2) .. P(ynlxy)
;’(Xi'“)‘;E[ > PO [ 5 PP - POw)




N
1Y)~ ) 1Y) = E [logz PO ;ya) POyw)
i=1 y

(Applying Jensen’s inequality to the above eq.)
P(y,)P ..P
< log, (IE (VP (2) (Yn) )

P(y)

= log, (Zzzzp () PODPG) - P(yN))

= log; (2 P(&))

=0




- Ina communication system,

X, X5, ..., X Y,,Y,, ..., Y,
vz N—)lChanneI S G

Theorem 2 tells if channel is discrete memoryless channel, Y tells less information about X
than the sum of each Y; about X;.
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- Corollary 5:

If channel is discrete & memoryless and source is independent, we have

N
1(X,Y) = ) 104, Y)
i=1

This property will be used to prove the Shannon’s Channel Coding Theorem.
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